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Abstract

Applications of optimal control theory to man-
machine modelling in aircraft control indicate that
experimental results of human control performance
are surprisingly close to the corresponding analyti-
cal solutions for linearized models which follow
from quadratic performance criteria. Recent studies
have shown that this optimal-like nature of the hu-
man operator exists in widely different tasks. Two
such problems are reviewed in this paper: 1) Lat-
eral control of a low flying vehicle using visual
field information. 2) Control performance using a
manipulator which provides the operator with com-
plete kinesthetic information pertaining to the
controlled plant. The results contribute to im-
proved quantitative understanding of human estima-
tion and control functions and pave the way to im-
provements in the design of man-machine interfaces
at the display and control levels.,

1. Introduction

For more than two decades it has been recog-
nized that mathematical models of man machine sys-
tems can be constructed for some basic control and
regulating task definitions. Although the majority
of successful efforts in this field have been con-
fined to linearized models, the results have greatly
contributed to the body of knowledge which underlies
the design flight control systems involving human
operators. The quasilinear behavior and the noisy
observation and control functions of the human oper-
ator, suggested the single loop models described by
Mc Ruer et all (1967), where the well trained oper-
ator was modelled as a linear controller and an
uncorrelated remnant noise source. The actual para-
meters of these models were determined by applying
spectral analysis methods to the input-output data
of the human operator and the results were described
in terms of frequency response describing functions.
The resulting models strongly indicated the adaptive
nature of the human operator under varying control
tasks. This suggested, already at an early stage?,
that the well trained human controller obeys certain
optimization processes determined by a suitable
performance criterion and the constraints imposed
by the controlled plant and the physiology of the
human controller. With the advent of modern control
and filtering methodology and the significant prog-
ress in modelling the manual neuromotor system * and
visual signal perception“, the stage was set for
the development of sophisticated and flexible ana-
lytical man-machine models in control and regula-
tion tasks.

The contribution of these developments to man-
machine systems modelling is manifold:

1. It provides a quite general theoretical basis
for predicting human operator performance in a
large variety of control tasks.
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2. It enables the extension of the early single
loop models to multivariable and time varying
systems.

3. It provides a theoretical framework within which
a wide range of problems such as the efficacy of
display or control augmentation or fundamentally
complex display situations can be studied.

This paper addresses itself to some basic prob-
lems of vehicular control which fall within the
third category mentioned above. The first problem,
described in more detail in® is concerned with
the modelling of vehicular control using basic vi-
sual field cues. This problem departs from the
earlier work of Kleinman et al® (1971) in which the
control functions derive from well defined instru-
ment displays. The problem of vehicular control by
visual field cues is of particular interest in low
flying or during the landing phase in which the con-
trol functions mainly use visual field information.
The understanding and the analysis of the basic
structure of the control oriented information pro-
vided by the visual field, yields some fundamental
guidelines for the design of display aids which can
be superimposed on the visual field by head-up dis-
plays in manned aircraft or by T.V. techniques in
remotely piloted vehicles.

The analytical model presented in this paper de-
rives from the optimization of a quadratic perform-
ance criterion and the linearized equations of mo-
tion describing the lateral control of a low flying
remotely piloted vehicle (R.P.V.). The analytical
results Ghown in greater detail in®) of lateral
deviation, heading error and control effort are va-
lidated by laboratory experiments. The comparison
between experiment and theory strongly supports the
assumption that the trained operator resembles an
optimal controller and that the analytical model is
capable of predicting performance measures.

The second problem in this paper is concerned
with the role played by kinesthetic cues in the
manual control system and their potential contribu-
tion to the determination and execution of optimal
control commands at the proprioceptive level. Itis
shown that if a manipulator is designed to provide
complete kinesthetic information pertaining to the
input and output of the controlled plant, as present
in the direct handling of objects, the appropriate
sensory organs in the neuromotor system become in-
volved so as to provide the essential plant state
estimates and the resulting optimal or near optimal
control commands. This is achieved at the proprio-
ceptive level of the nervous system while consider-
ably unloading the estimation and decision functions
usually performed in the central nervous system. A
regulating task for a second order plant, involving
such a manipulator, is defined in accordance with a
quadratic performance criterion subject to the con-
straints of control effort. The analytical results,
(shown in more detail in’) compare very well



with experiment and, again, the assumption that the
human operator resembles an optimal controllér is
strongly supported.

The evidence presented by these examples calls
for further efforts of modelling man-machine sys-
tems within an optimal control framework. In ad-
dition to the broader insights gained by this ap-
proach, it may lead to the design of better man-
machine interfaces. The required loop closures
given by the gain matrix of the optimal controller
indicates the relative importance of displaying var-
ious state components. The capacity of the human
operator's sensory organs to sense and to process
and utilize this state information, determines the
degree to which he is actually able to approximate
the performance of an optimal controller. The ex-
amples shown in this paper demonstrate that at least
for second order type systems this proximity is
quite good.

2. A Model for Vehicular Control by
Visual Field Cues

2.1 Background

In the visual field control (V.F.C.) task, the
error by which control is accomplished is at pres-
ent not clearly understood. In instrument display
control the error is explicitly shown on a display,
while in the V.F.C. task the error has to be derived
from the visual field (V.F.). In contrast with
instrument display the visual field can undergo very
wide variations such as the narrowing of the field’
of view, range of visibility, etc. The human oper-
ator (H.0.) has the ability to adapt to these
changes, although this may be at the cost of lower
system performance or increased steering effort.

Mc Ruer, Weir et al. %° (1968, 1969) have devel-
oped vehicular control models indicating the state
variables which should be observed to obtain the
required loop closures. However, it is not shown
how these variables are perceived. Kleinman, Baron,
Levison®’ 1> | (1970-1971) used optimal control
theory for instrument display control models only.
On the other hand, Gibson 2 (1950), Gordon®, (1966),
Naish®, (1971), have developed models for the per-
ception of visual cues. Gibson®, as wellas Gordon®
assume that the visual field information (V.F.I.)
is derived from the apparent motion of conspicuous
objects in the V.F. Naish! assumes that the con-
trol oriented V.F.I. in the approach to landing is
derived from apparent changes in runway configura-
tion. So far these theories have not been incor-
porated within a control theoretic model in quanti-
tative form.

. This is attempted in this paper. The varia-
tions in the structure of the visual field expose
the human controller to apparently varying control
situations. However, the optimality of the well
trained operator, as indicated by Kleinman et al
should be maintained by his inherent adaptive pro-
perties. In the model development, the human oper-
ator's remnant noise sources, namely, observation
and motor noise, are specified parametrically and
then determined experimentally. In particular, ob-
servation noise, which accounts for the uncertainty
in detecting the error, is strongly related to the
geometry and viewing conditions of the visual field.

2.2 Formulation of the Control Error Model

Fig. la shows the Visual Field (V.F.) as seen
from a low flying aircraft in horizontal flight and
in rectilinear motion. Fig. 1b shows the corre-
sponding plan view. According to Gibson!? (1950,
the direction of a vehicle in straight motion is in-
dicated by a point E on the horizon, fig. la. Point
E is the only point in the V.F. which is apparently
stationary and all other textural points in the V.F.
appear to have relative motion with velocity vectors
(indicated by arrows) expanding from point E in
straight lines, referred to as "streamers". Point E
is referred to as ''the focus of expansion',

(FOCAL POINT)H E (FOCUS OF EXPANSION)

FIGURE 1. a. The Visual Field for Rectilinear
Motion.
b. Plan View of Rectilinear Motion (From
Ref.5).

In this paper a modified version of Gibson's
focus of expansion‘zis adopted. Apart from point E
at infinity, the direction of motion is also given
by the "streamer" which appears to be vertical.
This streamer is the future path of the vehicle.
For curved motion shown in fig. 2a and 2b the focus
of expansion no longer exists. The vehicle's fu-
ture path is given by the streamer, i.e., the solid
line in fig. 2a, which vertically intersects the
base of the V.F. Fig. 2a shows a runway of infinite
length with guidelines HA and HB and center line HX
The control task involves keeping the aircraft lat-
erally on HX. The flight is level, at a constant
height and constant speed. The notations, indi-
cated in fig. 2b, are:

lateral deviation from HX

velocity vector of the vehicle

path angle, between ¥V and HX

yaw angle, between HX and vehicle axis
slip angle, between ¥ and vehicle axis.

e D <Y$3
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FIGURE 2. a. The Visual Field for Curved Motion.
b. Plan View of Curved Motion (From
Ref.%).

The control error at distance D is defined in
fig. 2a as the visual angle subtended between
points P and M at distance D, where M is a point
on HX and P a point on the future vehicle path.
Following the geometry of fig. 2b, the error ¢ is
given by:

1D¢ n
e=-2—76+e+1—7- (0))]
for small O:
_n
6=y (2
and (1) can be written as:
_1D. ,n,n
€—‘§‘V“§"T] +V+E (3)

The vehicle control task involves reducing ¢ to
zero. The V.F.I, model based on the error ¢ at
distance D is hereafter referred to as the "single
distance V.F.I. model". Since € does only depend
on the V.F. this is accomplished without vehicle
based reference lines. Eq. (3) shows that the
single variable € includes information about the
position as well as rate and acceleration of n.
The three terms in (3) originate from:

lLii' Local inclination of streamers in the
vz V.F.

Focus of expansion or instantaneous
velocity vector

Inclination of line HX.

Sl <e ol

It is clear that in the absence of streamers, the
first term in (3) vanishes and acceleration cues
are no longer perceived. In this paper the effect
of streamers is disregarded and only the effect of
7 and the inclination of HX is considered. ¢ is

then given by:

= n
=68+ 4
with (2) and after Laplace transformation:
1 14
efg) = 7 (S + b—) n(s) (5)

(5) shows the presence of a lead zero in the feed-
back path. Since the vehicular dynamics is basi-
cally a double integrator, this lead zero plays an
essential part in stabilizing the system, and re-
ducing operator workload.

Remotely Piloted Vehicle (R.P.V.) control is
a special case of V.F.C. The V.F., presented to the
H.0. is, in this case, the T.V. monitor image as
seen by a body fixed T.V. camera. It is assumed
that image rolling is prevented either by roll sta-
bilization of the camera, the image or the complete
vehicle. This assumption is based on current ex-
perience that image rolling can be detrimental in
the control of R.P.V.'s.

If sideslip is neglected, the direction of
motion is identical with the vehicle axis and line
of sight of the camera, in other words, it is indi-
cated by a fixed reference point on the T.V. moni-
tor. R.P.V. control is thus accomplished by vehi-
cle based reference points.

For more realistic vehicle dynamics, B is not
zero and the velocity vector of the vehicle is no
longer indicated by the fixed reference point. In
this case, display of the velocity vector or future
vehicle path may become essential in controlling
the vehicle.

2.3 The Analytical Model for a Single Looking
Distance

The single distance V.F.I., model of (4) is in-
corporated in an optimal control framework, derived
from Kleinman et al% s, It is based on the fol-
lowing assumptions:

1. The well-trained H.0., behaves in a near optimal
manner, in accordance with a specified perform-
ance criterion and subject to his inherent
limitations.

2. The H.0.'s perceptual process is modelled by
linear optimal estimation theory.

3. Human limitations and sources of H.0. remnant
are incorporated in the model.

Fig. 3 shows the block diagram with the fol-
lowing definitions:

Z : state vector of vehicle and disturbance

€ : vector of perceived variables, linearly
related to x through ¢

C : observation matrix ¢, defined by the V.F.I.
model

Ue ¢ control force commanded to the neuromus-
cular system, approximated by 1/(1+Tys)

u* : actual H.0.'s control action

T : H.0.'s time delay

Ve : observation noise component, accounting
for uncertainty in the perception of ¢

Vm: motor noise component, accounting for the
fact that u* is not precisely known to the
H.0.



Ve sVm observation - and motor noise covariances,
shown to be proportional to the variance
of € and u, respectively, Levison et al.*
(1969). Noise levels are defined as:
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FIGURE 3. The Structure of the Optimal Control

Model in Accordance with Ref. [5].

The H.0.'s control action involves:

1. Estimation of the state of the vehicle from the
noisy, delayed observation, which action is as-
sumed to be accomplished by Kalman filtering
and optimal prediction.

2. Determination of the control force u. An opti-
mal control u = u* is sought which minimizes,
in the steady state, the cost function

T
0

. T

J(u) = lim £ {—1-J (Fax + ru? + gu?) dt} (6)
T->0

where @ is the weighting matrix of z, and r and

g the weighting coefficients of u and % respec-

tively.

The solution of the estimation and control
problem for single distance viewing is derived from
Kleinman et al.®»¥:! and given in the Appendix.
The solutions yield the variances of'n, ¥ and u.
These quantities, which are the characteristic
measures of system performance, depend on the para-
meters D, r, T, Ty and the observation rate noise
covariance Vi. If these dependencies are suffi-
ciently sensitive to variations in the above para-
meters, the analytical model can be useful as a re-
search tool. A parametric study, designed to inves-
tigate these sensitivities has been performed. The
results, shown in detail in®, indicate that the
model is sufficiently sensitive to enable meaning-
ful comparisons with experimental results. An ex-
ample, demonstrating this sensitivity to D and Vp
is shown in Fig. 4. The main effect of variations
in the parameters are summarized as follows:

1. Increasing D results in a progresive increase
of E(m?) and a monotonic decrease of E(y?) and
E(u?). The reasons are that the estimate of n
becomes poorer, and that of y becomes better.
E(u?) decreases because the lead, given by (5)
increases.

2. Increasing r results in a lower steering effort
which is reflected into a higher n variance and
a slightly lower y variance.
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3. System performance is quite sensitive to ¥y in
particular E(Y?) at small D since then € is
comparatively large.
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FIGURE 4. The Effect of Rate Observation Noise V¢

on E(Y2), E(n?) and E(u?).(FromRef. [6]).

These trends and the sensitivities which were
found in the parametric study, @nd discussed in
greater detail in®) were considered sufficiently
encouraging for an experimental validation of the
analytical model.

2.4 Experimental Validation of the Single
Distance Model

A five-dregree-of-freedom fixed-base simulator
has been constructed which simulates a T.V. guided
R.P.V. flight along a nominally straight reference
trajectory. The degrees of freedom at present are:
pitch motion (+30°), yaw motion (*30%), forward,
lateral and vertical motion. H.0. commands are gen-
erated by an isomorphic high-precision strain gauge
operated control manipulator. Vehicle motions com-
puted by an E.A.I. 580 hybrid-analog computer are
imparted to the appropriate pitch, yaw and trans-
latory high-precision servo-systems, so that the
projected scene, picked up by a T.V. camera, real-
istically simulates the relative vehicle motions.
Atmospheric random disturbances are generated by a
Hewlett-Packard HOI-3722-A noise generator. Inmput,
state and output variables are recorded on magnetic
tape by a Nova 2 digital computer and are further
processed on an I.B.M. 360/370 computer.

The experiments concern a level, T.V. guided
R.P.V. flight at a height # = 30 m, and a velocity
V = 250 m/s. Vehicle dynamics are given by a

double integrator (no sideslip).

Figs. 5a - 5d

show the V.F. as seen on a T.V, monitor. The



distance of the monitor from the operator is about
2.50 meters. The control task is to minimize the

lateral deviation n from the reference trajectory HX.
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FIGURE 5. a.

Complete V.F,, Viewing Constrained

to Single Distance.

b. Obscured V.F. Exposed at Single
Distance.

c. Obscured V.F. Exposed at Two
Distances.

d. Partial V.F. within a Span of

Distances.

The starting point in the experimental program
was to test the validity of the analytical model
based on single distance V.F,I. according to (4).
This model was found to be valid only if the sub-
ject's viewing was constrained by instructing him
to look at a given distance D. However, when the
subject's viewing was unconstrained, the experimen-
tal results were makedly different from those ob-
tained by constrained viewing. This indicates a
different extraction of the V.F.I. and a correspond-
ingly different control strategy. It was of in-
terest to study the type of V.F.I. model which best
matches unconstrained viewing. For that purpose a
V.F.I. model based on error detection at two looking
distances was attempted.

2.4.1 Program Definition

The validation was carried out by the following
tests:

I. Constrained single distance viewing experi-
ments with the complete V.F. The complete V.F. is
presented to the operator as shown in fig. 5a, dis-
playing a dashed reference line. Texture points
are not presented. The subject is instructed to
eliminate the error €. € is indicated as the visual
angle between a point M at distance D on the tra-
jectory and a fixed point P on the monitor, which
indicates the direction of motion. Six equidistant
reference points were marked on the vertical center
line of the T.V. monitor. In each test the subject
was instructed to look at one point while completely
disregarding the other points.

II. "Hovering" experiments with the V.F. ex-
posed at one looking distance. All V.F.I. apart
from € and € was eliminated so that the V.F.I. is

§20

strictly defined by (4). This was obtained by
freezing the forward motion in the display (without
altering the equations of motion) so that a '"ho-
vering" flight is simulated. The V.F. was obscured
except for a very restricted zone at distance D, see
fig. 5b. Thus V.F.C. was reduced to a basic single
point tracking task. The purpose was to verify
whether experimental and theoretical results match
throughout a wide range of D, to determine unknown
model parameters and to compare with results ob-
tained by Kleinman et al.’®

III. '"Hovering' experiments with the V.F.
exposed at two looking distances. Only two zones of
the V.F. are shown at distances D; and Dz under
"hovering" conditions as in II, see fig. 5c¢c. The
control task is to eliminate the errors €; and €
corresponding to D; and D;. The subject was not
instructed with regards to his viewing and control
strategy.

IV, V.F.C. experiments with unconstrained
viewing and partial V.F. and forward motion. The
complete span of the V.F. between the two distances
Dy and D; is shown as in fig., 5d. The subject has
to eliminate the lateral error and is not instructed
with regards to his viewing and control strategy.

2.4.2 Experimental Results

Tests I and II yielded practically the same re-
sults in all variables., A sample result for test II
and for one subject is shown in fig. 6. More de-
tailed results are given in®, In these tests,
the variances of n, ¥ and u were measured as func-
tion of D. The results were plotted and compared
with a corresponding family of curves of the single
distance analytical model, previously obtained by
the parametric study of section 2.3. The curve
closest to the corresponding experimental results
establishes the best match from which model para-
meters are estimated. These curves, for one sub-
ject are shown in fig. 6 and indicate the following:

1. Theoretical and experimental results match
closely over a broad range of D. This shows that
the progressive increase of E(n?) and monotonic
decrease of E(Y?) and E(u®) as found in Sec. 2.3 and
and shown in fig. 4 are indeed supported by the
experiment.

2. The high sensitivity of the computed variances
of n, ¥ and u to variations in model parameters
enabled the estimation of their experimental values
with good confidence. The results agree in general
with the tracking task results of Kleinman et all®
except for Vg and V,, for which smaller values were
found.

Tests III and IV, concernced with two looking
distances, yielded practically the same results for
E(n?), E(Y?) and E(u%). These are incorporated in
fig. 6 and indicated by the arrows for the spans of
viewing distances 4-6 and 5-6. The results indi-
cate the following:

1. 1In all cases Efn?) is considerably lower than
for the single looking distance model. E(y?) is
only slightly smaller while E(u2) is slightly
higher.

2. No point can be found on the curves of the
single distance model which matches with the two-
distance or free viewing experimental results.

These results indicate that the single distance
analytical model does not adequately represent the
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actual free viewing and control functions of the
human operator. Consequently, the analytical model
was extended for two distance viewing.

2.5 PAnalytical Model for Two-Distance Viewing

An analytical two-distance V.F.I. model is
defined, in which both errors e; and e, , corre-
sponding to Dy, D,, as well as the error rates él
and &, are the perceived variables.

€1+€, Trepresents the error of a midpoint and
€1-€2 the inclination of line HX, fig. 6c. The uti-
lization of €;-g, in addition to €;+e, is the mani-
festation of the additional V.F.I. provided by the
two distance model and is formulated in the fol-
lowing cost function:

J(u) = E{(E1+€2)2 + 0(81—62)2 + ruz + g7:£2} (7)

where the weighting coefficient ¢ determines the
control strategy:

1. ¢ =0 all weighting is given to (e;+€,)? and
the two-distance task reduces to a single dis-
tance tracking task of the midpoint.

2. e =1 equal weighting is given to % and €3.

3. e >> 1 large weighting is given to (g;~e,)? in
other words, to n.

The correspondingly modified observation matrix
C and weighting matrix P are defined in the Appen-
dix in Eqs. (40) and (46).

In section 2.4 observation - and rate observa-
tion noise levels were set to about -20 db for hov-
ering tests with the V.F. exposed at a single dis-
tance. In the development of the two-distance ana-
lytical model a suitable range of noise levels has
to be assumed. At best the -20 db noise level of
the single distance model is maintained. On the
other hand, following Levison's concept of task in-
terference’® , the noise level at each point may
increase by a factor of 2 i.e., -17 db. Consequen-
tly in the parametric study of the two distance
model 7, is scanned between -17 and -20 db. Results
of such'a parametric study are shown in Fig. 7.

The family, of curves shows the computed values of
E(n?), E(Y?) and E(u?) as a function of the
weighting’ €oefficient ¢ with V, as a parameter and
for a span of looking distances corresponding to
points 4-6. As expected, increasing ¢, i.e.,
stronger weight on n, decreases E(n“) at the ex-
pense of higher values of E(y?) and E(x?). In
Fig. 7, a sample of experimental results for one
subject is shown for the two-distance hovering task
with the span of distances corresponding to points
4-6. The following observations apply:

1. Ve[db] = -17 yields a close match for n and u at
e = 15 whereas E(y2) found experimentally, is below
the theoretical curve. This indicates that V, [db] =
= -17 is 4 slightly too high assumption.

2. For Ve[db] = -18, ¢ = 7.5 n and ¥ match whereas
E(u®?) found experimentally is above the theoretical
curve, which means that V, [db] is slightly higher
than -18,

3. This shows that 7, [db] in reality must be bet-
ween -17 and -18 and ¢ between 7.5 and 15.
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FIGURE 7.

Matching of Computed and Experimental
Performance for Hovering with the V.F.

Exposed at Distances 4 and 6. (From

Ref. %),
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Similar results were obtained with other sub-
jects tested under the same conditions. For the
distance span 5-6 again, a very good match between
theory and experiment was obtained. As predicted
by the analytical model the appropriate value of ¢
was considerably higher (more weighting on n) and
was found to be ¢ ~ 25.

2.6 Conclusions and Further Work

1. The results demonstrate the power of man-
machine modeling in a control theoretical frame-
work and the possibility of developing a sophisti-
cated analytical overall system model from which
performances and sensitivity to variations in para-
meters can be predicted.

2. A remarkably good match is found between the
theoretical and experimental results. The wide
range of parameters for which this match holds,
supports the confidence in the validity of the ana-
lytical model and enables the estimation of unknown
H.O. parameters within narrow limits.

3. The two-distance V.F.I. model is a valid repre-
sentation of the V.F.C. task with unconstrained
viewing.

The results which pertain to a simplified model
of vehicle dynamics without sideslip, encouraged
further studies for complete vehicle dynamics in-
cluding sideslip.!® For these realistic vehicle
models, more state variable components are generally
required for the effective control of the vehicle.
Frequently, these are provided by the direction of
the streamers, which have been disregarded in the
present paper. The information provided by stream-
ers can be re-established artificially by display
aids which are superimposed on the visual scene,
e.g., a section of the predicted future path, which
as mentioned in Sec. 2.2., is equivalent to the
central streamer. These further studies, carried
out in a control theoretic framework, and exten-
sively validated by experiments, clearly indicate
the relation between the effectivity of several
types of displays such as fixed reticle, velocity
vector, predicted future path and the dynamics of
the controlled vehicle and the disturbance band-
width.

3. A Model for Manual Control with
Kinesthetic Information from the Manipulator

3.1 Background

Conventional manipulators are essentially pas-
sive linear transducers which translate manual com-
mands into electrical input signals. In accordance
with control theoretic man-vehicle models, e.g.,

Mc Ruer et all (1967), Kleinman et al® (1970), the
generation of these manual commands requires state
estimation and optimum weighting which are executed
by the functions of visual perception and cerebral
data processing of the central nervous system. This
explains the considerable workload generally expe-
rienced in the manual control of dynmamical systems.
Several studies in recent years attempted to reveal
whether, and to what extent, isotonic, isomorphic,
isometric, inertia loaded, or other passive mani-
pulators affect tracking and regulation perform-
ancel”»%¥®

Since the muscle spindles and Golgi tendons in
the manual neuromotor system provide position
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velocity and force measurements?, different combi-
nations of neuromotor loop closures should be in-
volved in the operation of various types of passive
manipulators. Recent laboratory open-loop tracking
tests!®have indeed revealed significantly different
motor noise levels indicating such differences. They
become, however, insignificant in closed loop
tracking tasks as a result of the overriding super-
visory visual loop closure. The dominant factors
which determine performance and stress, remain plant
dynamics and system inputs, since the operations of
state estimation and optimal weighting® are essen-
tially the same with all types of passive manipu-
lators. An interesting attempt to overcome this
shortcoming of passive manipulators is due to
Herzogz°(1 69), who studied the effect of a 'matched
manipulator.'" It ideally consists of a plant in-
verse operator at the input of the controlled plant.
Thus, the human operator is always presented with a
zero order system. Torque loading proportional to
the plant input was applied to the manipulator so
that an illusion of 'natural feel" was provided.
Significant improvement in tracking accuracies was
reported® even when the manipulator match was not
perfect. Two major shortcomings in this concept
are apparent: 1) Inadequacy for systems with large
parameter variations. 2) Absence of response to
external disturbances. Thus no advantage over pas-
sive manipulators exists in this important respect.
Other investigations with similar techniques for the
control of unstable systems were reported by
Nogglem (1969) and more recently a tactile display
of angle of attack was reported by Gilson et al
(1974), in particular when much attention was re-
quired in the visual channel.

In order to establish the basis of a control
theoretic framework for manual control system and
to provide a better understanding for the variables
involved in different types of manipulators, the
basic and most familiar systems are described quali-
tatively in the following section.

3.2 Basic Manipulator Models

Figs. 8 and 9 schematically describe the inter-
connections of basic manipulators with the man-
machine system, and their corresponding kinesthetic
feedback paths. The diagrams suggest that the com-
manded scalar control u, consists of a contribution
u% from the central nervous system which comprises
visual perception and cerebral processing and a
contribution u¥ from the manual neuromuscular cen-
ter associated with the cerebellum. In the sequel
it is shown that the type of manipulator determines
whether the visual-cerebral or the manual neuro-
motor center carries the main burden in the control
task. A desired goal is clearly to achieve the
latter. A control theoretic approach suggests that
in either case, estimates @hand fi of the system
state x and control force u are available so that
an optimal weighting matrix I can be set in ac-
cordance with a suitable performance criterion.
Fig. 8 represents the situation of the direct
handling of an object (natural feel). In this case
the system output y equals the manual deflectione.
T;, the torque exerted by the muscle output equals
the reaction torque T, and is identical to the
plant control input u. Various muscle sensors
(mostly.spindles Gsp) measure position x = x3 ve-
locity x = z, from & 3. The Golgi tendons ' G
measure, 7; or u. These signals, corrupted by
their corresponding measurements noises Vp and Vg
yield the estimates £y and fiy. Thus, the optimal
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setting of 1,y is possible and uc = -7y 8, 1is a sub-

stantial contribution to the control s1gna1 U
Consequently the contribution of the visual center
uz = -1y £, will be comparatively small. This ex-
plains the small workload involved in direct han-
dling of objects and the relative ease of manual
operations in darkness or with closed eyes. Only in
operations which require expreme precision (as the
threading of a needle) the main burden is on the
visual channel since a large 1, is required to sup-
press the effect of Vi and V,. This is possible,
since ¥, is very small by compar1son.
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Figure 9 describe; the man-machine system with

a conventional isomorphic manipulator. The kines-
thetic information path is now disconnected from
the plant output y. e, the manipulator deflection,
is proportional to u. Since Ty = T; = ku (k -
spring constant), Gy and Gp both prov1de measures
of u only. Since 2y is not present, the setting of
Ly must be zero so that u¥¥ = 0. Consequently, the
central nervous system must take the entire control
task load and the optimal setting of Z, is conse-
quently high. The lack of kinesthetic information
from the system output, thus explains the consider-
able workload which prevails with all types of pas-
sive manipulators: Isotonic (k=0), isomorphic (k#%0)
and isometric (k=«<). Only in the special case of a
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zero order plant, ¥ « ¢. Thus that Gp provides in-
formation proportional to £ so that the setting of
Lycan be high. This explains the small workload
experienced in the control of zero order systems.

In the following section it is shown how com-
plete kinesthetic input and output information can
be provided and that the method involved can be im-
plemented for a large variety of stable and unstable
plants which may undergo large parameter variations.

3.3 Realization of Manipulator System with
Complete Kinesthetic Information

Let G.(g) denote the plant dynamics, It is in-
corporated in the feedback path of a high gain am-
plifier X as shown in Fig. 10. N, and N, are com-
pensation networks to ensure stability of the cor-
responding feedback loops. The plant input u is
amplified by the power amplifier A driving the
torque motor which is mechanically linked to the ma-
nipulator and the pick-off. Since G.(s) U(s) = Y(s)
and [Y.(s) - Y(s)]1KN:1(s) = U(s), it follows that:

Y(s) _ K

Yo(e) T, 1 (8
Ni(s)G (s)
If it is possible to maintain the condition
K >> 1/ (2)Gels) (9

up to the frequency of w =~ 20 rad/sec, which is the
effective bandwidth in manual control, then from (1)
one has:

Y(8) = Y (s) (10)

Since Yo « ¢ (Fig. 10), it follows that the kines-
thetic feedback path from ¢ is equivalent to that
from y in Fig. 8. Since Nz(s) is in practice a wide
band network, it follows that Ty = u in the relevant
frequency band, and it is equivalent to the direct
reaction torque Ty in Fig. 8. In view of (9),
equality (10) is insensitive to wide parameter va-
riations in G.(s) and if Ny(s) is suitably designed,
(10) holds for an unstable G,(s) as well,

visusL reosach

WSUAL PEACEPTION AND
ceatanaL SmOCESSING

YEroTTy FERTBACK

cERTEEILAL MAWUAL
NEURHOTOR PUNCTIONS

FIGURE 10. Realization of manipulator with com-
plete kinesthetic information (From

Ref.”).

It is easily verified that the reaction to the
external disturbances W(s) is satisfactorily pro-
vided by the system shown in Fig. 10.

In view of (9) and since N;(s) 8 1 in the ef-
fective frequency band, it is easily shown that:

Wig)
X

Y(s) m Y, (8) - (11)



Thus, due to the large gain X, if y. = 0, the res-
ponse to the disturbance is effectively eliminated.
The torque required to maintain Y,(s) £ 0 is derived
from U(s) which is readily shown to be:

Ge (s)

U(s) = KN1(s) 3;zﬁ;?§73;7§7-w(3) ~ W(s) (12)
Thus,
T; (8) = U(s)AH =~ W(s)AH (13)

The value of 4 must be so adjusted that for a typi-
cal disturbance level of W(s), T;(s) should not
cause muscular fatigue.

From the foregoing it follows that the system
shown in Fig. 10 provides complete kinesthetic in-
formation in equivalence to Fig. 8. With the proper
design of Ni(s) and Nao(s) it can fulfil all the re-
quirements regarding: 1) Wide variations of plant
parameters. 2} Unstable systems. 3) External
disturbances.

The actual design of the manipulator, using a
brushless torque motor with a maximum torque of
12 Kg-cm is described in detail in 7. The initial
design of Ni(s) and N»(s) was carried out for
G, (s) = 1/s2, The detailed design confirms that the
closed loop poles are either compensated by neigh-
boring zeros or are outside the 20 rad/sec band-
width. The required proportionality ¢ « y is effec-
tively 1mp1emented On replacing G, (s) by 1/s,
1/s(s-1), 1/(s%+0.665+10) while retaining the same
values for X, Ni(s) and Na(s) as for G, (s) =1/s2%, it
was found that the closed loop pole locations vary
only slightly so that ¢ « y is guaranteed. It
should be noted that though ¢ « y for different
plants G, (s), large differences exist in the cor-
responding reaction torques Ty. For a given com-

mand output Y, (s), and since Y(s) m» ¥, (s), To is
given by
To(s) = %z—%— B = ual (14)

This kinesthetic display of u, characteristic of
each Go, in association with the output Yc en-
ables the human operator to identify Ge by means of
the cerebellal manual neuromotor functions (Fig. 10),
and thus to execute optimal or near optimal control
inputs. This is demonstrated in the next section.

3.4 Optimal Manual Fixed Set-Point Regulation

The objective is to eliminate an initial de-
flection y, subject to constraints on the control
effort u. The controlled plant chosen is:

c(s) k/s®. It involves two state variables, x
and & which are compatlble with the muscle sensors
involved as explained in Sec. 2. A recorded sample

of the time history of four such transient re-
sponses obtained in laboratory tests and the cor-
responding control inputs u(z) are shown in Fig. 11,
The results demonstrate the remarkable closeness
between y and y. and its excellent dynamic response.
This, and the typical damped low order mode shape
of the control time history u(t), suggest that a
linear control law is actually implemented by the
human operator. This hypothesis was tested by a
comparison with the optimal solution of the corre-
sponding analytical model as follows:

The state space representation of G, (s) is:
&(t) = Ax(t) + Bu(t)

The system matrix 4 is 2x2, x; = z and x, = 2.

(15)
The
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G, (s) = 1/s%. (From Ref. 7).
controlled variable is
y(t) = Cx(t) (16)
T 0 1
= (1,0) ; B=(0,k) ; A= (0 0) 17

The performance criterion which is assumed to un-
derly the control policy is the minimization of:

J:
0
p > 0 is the weight on the control effort.

f [y2(t) + pu(t)] dt (18)

In accordance with Fig. 8, the observed varia-
ble is:

a(t) = Cz(t) + Wy (t)

where V), (t) represents white observation noise.

(19)

Let § = (21,22)7 be the reconstructed state vec-
tor provided by a full state observer. The optimal
control law is then given by:

u(t) = -1 &(¢)

where 1 = (1/p) B'P and P is the solution of the
2x2 Ricatti equation CTC - PBBTP + ATP + PA = 0.
The result is:

(20)

1 2
(5 ) @b
The full state observer is of the form:
B(t) = AB(t) + Bu(t) + Kly(t) - C&(t)] (22)
where y(t) = Cx(t), and K = (ky,k2 7.

Defining e(t) = @(t) - 8(t), the resulting aug-
mented differential equation 1nterconnect1ng z(t)
and 2(t) for the closed loop system® is given by

x(t) A-BL  -BL} [ x(t)

é(t) 0 A-KC| | e(t)
The characteristic values can be shown to be those
of A-BL (regulator poles) and those of A-KC (obser-
ver poles). For the example under consideration,
the characteristic equation of (4-Bl) is

8% + (2k//5)%s + k/P so that the regulator poles
are completely determined by the ratio kAP . The

(23)



characterlstlc equation of the observer is
82 + ki3 + k2. We assume that its damping factor is
E = 0.7 so that k; = v2k,. For the fixed set point
regulation task considered here, the initial condi-
tions for (z,e)T in (23) are assumed to be:
(2o,€0)T = (x1(0),0,e1(0),e2(0))T =
= (21(0),0,21(0),0)T. With these assumptions, a nu-
merical solution of (23) yields £(t) from g(t)-e(t)
and u(t) from (20) and (21). In this solution, k is
known. p and ki are adjusted until a close fit to
an ensemble average of u(t) in Fig. 11 is obtained.
The best values, with k = I, were found to be:

= 1/25 and ky = 12. The result of this fit, shown
in Fig. 12 supports the hypothesis of a linear con-
trol policy subject to a quadratic performance cri-
terion of the type given in (18). The fixed set
point regulating task was also performed for smaller
values of manipulator stiffness S. The resulting
control time histories of u(t) were of similar form
in Fig. 11. They had larger amplitudes and shorter
durations. This is to be expected since smaller
torques are involved and smaller values of p can be
afforded by the human operator. It follows there-
fore that with complete kinesthetic information, the
human operator controlling G, (s} = k/s? resembles a
linear optimal regulator, subject to a quadratic

performance criterion with an energy constraint (18).

It can be expected that for a different type of a
second order plant G, (s}, the solution would be of
the same form but with a different setting of . and,
therefore, 0.

u(t)
12 4

~O0—-0O- ENSEMBLE AVERAGE OF u(t)
RESPONSES IN FiG. 7

10 ~+—~+- COMPUTED RESPONSE OF u(t)

FROM Eq.(20) FOR k=1, k,=12,
£=004, X,(0)=0.9

SCALE: 1 UNIT=1 LINE IN FIG. 11

FIGURE 12. Comparison of Computed Optimal Response
of u(t) with Ensemble Averaged Measured

Responses in Fig. 11 (From Ref. 7},

It is also interesting to compare the transfer
function relating U(s) to Y(s)

k
82 + (2k/Vp)%s + k/Vo

which is the regulator block in (23), with the neu-
romuscular limb - manipulator model according to
Mc Ruer et al® . From this model it follows that
the transfer function for a purely intertially
loaded manlpulator (equlvalent to our example

Ho(8) = (24)

G.(8) = k/s2), U,(s) is related to C(s), (Fig. 10)
by the approx1mate expression
Cls) _ cr/M (25
Ue(s) ~ 82 % (Bm/M)s + Kpy O /M )
where:
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Ksp - Muscle spindle gain factor

Cr - 9B/3f ; P - Muscle Tension; f - Neuromotor
firing rate

M - Combined limb-manipulator mass

Bm - OP/3V, muscle damping factor; V - limb
velocity

Since Ty = AHu and since U(s) = Y(s)s%/k, it
follows that To(s) = (AH/k)s®Y(s). Thus, 4H/k is
equivalent to a mass M. Sincec « y, it is jus-
tified to compare (25) to (24} since they have the
same form. The corresponding coefficients are:
(2k/V0)% =Bp /M and k//p = Kep Cf /M. The parameters
By, and Cr can be varied widely by the operator?,
Thus, for different values of ¥, the neuromuscular
system has sufficient freedom to adjust the optimal
parameter values dictated by (24). This is appar-
ently achieved by the independent control of B,
and Cr .

3.5 Performance in Tracking and Regulating Tasks

The optimal like performance achieved, with
the kinesthetic manipulator should also be reflected
in the error and workload associated with tracking
and regulating tasks under stochastic stationary
conditions. These effects were experimentally de-
termined as follows: All tests were carried out so
that every type of G;(s) was tested both for the
kinesthetic manipulator mode and the conventional
isomorphic manipulator mode. In practice, in order
to keep all other factors unchanged, the same mani-
pulator was switched into the system in either the
isomorphic or the kinesthetic mode.

In all tests the primary task was tracking and/
or regulating G, (s) for a stationary random input
or disturbance band limited to ~1 rad/sec. The con-
trol test was single axis and in the vertical plane.

In order to obtain a measure of workload, a
secondary task method was developed and adopted in
the evaluation. A general block diagram is given
in Fig. 13. The method consists of reading out (to
permit supervision)} of two-digit random numbers dis-
played outside the foveal field of the primary task
display. The random numbers change at anincreasing
rate A(t) = Bt, where B is a constant. During the
initial 20 seconds, the operator concentrates on
the primary task only and the initial mean squared
error ef is determined. Thereafter the secondary
task is activated. The operator has to control the
primary task but simultaneously read out the random

PRIMARY
V> ¥y i€

ISUAL Vlltlllﬁ ¢
0S| \A
Vi £V, —OP
A~WATE OF DIGIT CHANGES
o
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PERFORMANCE
€ ueasune

INITIAL TRACKING o
ACCURACY : #F

FIGURE 13. Schematic Diagram of the Evaluation
System with a Secondary task Loading.

(From Ref. 7).



mmbers the subsequent error variance e? is normal-

Due to the

workload of the secondary task ;57;? gradually in-
creases. When some predetermined level Z, is
reached, the system automatically stops at A = A

ized with respect to ¢? as in Jex *.

P
The performance measure was chosen as C = Ac/qf. A

comparatively easy task will have a small ¢ and a
large A, and vice versa. Thus, a large value of

C = A¢/ef indicates a system with good accuracy and
low workload. It easily verified that the method
meets all three requirements listed above. In par-
ticular, the operator has no choice of "clever"
strategies. For example, if he chooses initially to
devote less attention to the primary task in order

to reach a higher A, his initial e¢? will tend to be
larger so that C tends to remain constant. The
noise generator output i provides both the primary
task input and the random numbers to the secondary
task display. Preliminary tests of the evaluation
method with several subjects demonstrated that the
asymptotic well trained level of C is significantly
and consistently different for different types of
Gel(s) like 1/s, 1/s*, 1/s(s-1). The method was
therefore adopted for the comparative evaluation of
the kinesthetic manipulator. The tracking and re-
gulation experiments, described in detail in [7],
were carried out by a group of five students with
no flying experience. They were selected from a
larger group after undergoing preliminary screening
tests of reaction time and tracking ability.

A set of results of tests with a random disturb-
ance ¥ and an uncorrelated random input i is shown
in Fig. 14. The results are for three subjects with
ten tests each. The following conclusions can be
drawn:

1.

measure C; =

For the isomorphic manipulator the performance

Ac/;? is the more significantly lower
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the harder the control task. This demonstrates the
increasing workload associated with difficult con-
trol tasks due to the load on the visual channel and
mental processing.

2. For the kinesthetic manipulator, Ac/af is prac-
tically the same for all types of G.(s) and it is
considerably higher. This demonstrates the un-
loading of the visual channel by the provision of
complete kinesthetic information paths. It is sig-
nificant that even an unstable system yields the
same performance measure.

In all tests e¢? with the kinesthetic manipulator
was 3710 times smaller than with the isomorphic ma-
nipulator depending on the type of G.(s).

3. The considerable reduction in workload achieved
by the kinesthetic manipulator confirms the assump-
tion that the manual sensory organs as described in
Sec. 3.2 are effectively involved to generate opti-
mal like control commands at the proprioceptive
level.

5. Discussion

The examples described in this paper demonstrate
that the interfaces interconnecting the human oper-
ator with the controlled vehicle can be modelled in
a meaningful manner so that a complete mathematical
model of the man-machine system can be formulated
and treated within the framework of modern control
theory. In the first example, this interfacing
takes the form of an observation matrix C, and in
the second example it is manifested by the kinesthe-
tic information T; and y. provided by the manipula-
tor. In both examples, the close resemblance bet-
ween theoretical and experimental results appears to
provide good evidence for the optimality of the
human operator in control and regulating tasks and
that the approach of optimal control in man-machine
research holds promise with regard to the theoreti-
cal development of this area and improved designs
for man-machine interfaces both at the display and
the control level.

6. Appendix
The Equations of the Optimal Control Model

6.1 Vehicle and Disturbance

The vehicle dynamics are given by:

p=ku (26)

n=vy @2n
The external disturbance is filtered zero mean
Gaussian white noise w with convariance ¥W. The
noise filter is given by

I:td =-aqauy, +w (28)
where u, is the filter output and added to u. u,

is defined as an additional state component.

6.2 Optimal Controller

A control u(t) is sought that minimizes in the
steady state:

J(u) = E{e? + ru? + gu?} (29)
To include u an augmented state vector x(%) and an



alternative control u(t) are defined:

Y(t)
A | nft) A e
x(t) = u, (t) and  u(t) = u(t) (30)
u(t)
The augmented state space equation becomes
Pe)] [oo x&][ wer] o 0
ne)| v ool newd| |o 0
w (8] =100 -a olfures| * |o[R®) * fuey| BV
ult) 00 00J| urt) 1 0
or shortly written as
X = Aoy(t) + bou(t) + wo(t) (32)
The optimal control solution is given by:
u(t) = -Ix(t) (33)

A
where 2 = [I; I3 13 14] is a row vector with the
four optimal feedback gains and is given by:

Lyt
g -
where K is a 4x4 symmetric matrix and the solution
of the four dimensional Riccati equation:

l= (34)

ATK + Ko + Q - -;—xgoz_g’;x =0 (35)
€ is the weighting matrix of X given by
Q = CTrC (36)

where C is the observation matrix and P the
weighting matrix of perceived variables.

For single- and two-distance V.F.I., P is res-
pectively given by:

(1+e¢)/2 0 (1-e)/2 0
10
P={ }and p=| 0 0 0 0} (39
0 1 (1-¢)/2 0 (1+e)/2 0
0o o o o

Eq. (33) can be written as:
W(E) = ult) = ~[0L¥(t) + Lon(t) + Lau, (¢)] -

- Lyult) (38)
The commanded control u, is defined as:
U, =u+ ’."Nt.t (39)
From combining eqs. (41), (38) it follows that:
U (t) = =[L10(t) + Lon(t) + Lau, (£)1Ty, (40)
and that Ty and I, are related by:
A (41

6.3 The Estimation Process

The error £ and error rate ;:, perceived by the
H.0. are corrupted with observation noise and
delayed by t seconds. The H.0. perceives gp given
by: -
Ep(t) = Cx(t-1) + v, (t-T)
and observation matrix £ is as follows:

(42)
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1 1/p 0 o}

for single distance lvp 0 % %

[ 1 1/Dy
V/D1 0

1 1/D,
\v/Da 0

(43)

and for two-distance

O X o
O O

v, is the observation noise vector with noise covar-
iance matrix Ve. With addition of the motor noise
v,, (39) becomes:

Uy + Vp = U+ Tyu (44)
and with (43) (31) is written as
) 0 0 kx kv 0 0
n v o o ofn 0 0
wl=l0o 0 -a ollg|Tlo~*|w 45
. 1 1 Um
U g 0 0 7 u Ty Ty
or shortly written as
X(t) = Ayx(t) + bau, () + vy (t) (46)

The Kalman filter generates the delayed augmented
state estimate X(t-1) according to:

X(t=1) = Mx(t-T) + bu_ (t-T) +

+ ICT Ve [ () - Cx(t-1)] 47

where I is the estimation error covariance matrix
and the solution of:

AL+ By + Wy - IV = 0 (48)
and Wi the noise covariance matrix of wi(t). The
predictor generates the estimated present augmented
state §(¢) from §(¢-1) by means of

(t) = a(t) + e*1qQ(t-1) - a(t-1)] (49)
2 b 2

and

3(t) = A1a(t) + by, (t) (50)

A computer program computes the covariance ma-
trices of X and £ as well as power spectra and H.O.
transfer functions by means of closed form solu-
tions, which are derived from Kleimnman ® (1970).
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